VOLUME FIVE
NUMBER THREE
WINTER 2022-23

ISSN: 2398-1679

Journal of

Data Protection
& Privacy

HENRY
Available online [¢TEWART

PUBLICATIONS




ANCTNOCS.

Contréles techniques qui protegent les données
lors de leur utilisation et previennent des abus

Les contrbles d'acces et les politiques de gouvernance
n‘empéchent pas ['utilisation abusive des données, méme
lorsque I'utilisation est restreinte en interne. De plus, lorsque
les donnees sont partagees en dehors d'une organisation,
elles sont généralement protégees a l'aide du cryptage des
donnees et d'autres methodes pour assurer la securite
pendant le transit et pendant le stockage. Cependant, lorsque
les données ne sont pas chiffrees pour le traitement, elles
restent vulnérables. Les auteurs de l'article expliquent que
des contréles techniques doivent étre utilises pour proteger
les données a tous les points de la chaine, en particulier
lorsque les donnees sont utilisées. La pseudonymisation
legale est une meéthode de pointe et legalement reconnue
pour protéger les données pendant leur utilisation afin de
minimiser ou de prévenir les impacts negatifs de I'utilisation
abusive des donnees, des violations et des attaques de
ransomwares. La pseudonymisation légale permet aux
organisations de continuer a utiliser les données a des fins

Les organismes de réglementation et autres groupes
reconnaissent de plus en plus I'importance d'utiliser des contréles
techniques pour protéger les données contre les abus et les
violations. Par exemple, ces groupes sont de plus en plus
conscients de I'importance des contréles techniques pour protéger
les données lors de leur utilisation:

» Gouvernements de I'UE et des Etats-Unis : de nombreuses
luttes entre les gouvernements des Etats-Unis et de 'UE
concernant la maniere correcte de concilier les différences
transfrontalieres dans les lois sur la protection des données ont
conduit a plusieurs conflits entre ces Etats. Les traités sur la
protection de la vie privée sont annulés. Il est devenu de plus en
plus clair & la fois que des contrdles techniques sont
nécessaires et que les accords juridiques et les traités sont
insuffisants pour cette tache.

« Tribunaux: les différences fondamentales entre les tribunaux
ameéricains et européens ne peuvent étre ignorees. Les
contréles techniques permettent de combler ces differences et
de s'adapter tout en permettant les transferts de donneeset le
traitement transfrontalier des données a caractere personnel.

d'analyse, de recherche ou a d'autres fins, tout en
garantissant la protection des donnees sensibles de toute
personne physique identifiable.

Comme explique dans I'article, la pseudonymisation legale
permet |'utilisation des données par les organisations pour
deux de leurs principaux objectifs :

- Economiesd'échelle : pouvoir tirer parti des economies
d'echelle fournies par les offres d'infrastructure en tant
que service (laaS) et de plateforme en tant que service
(PaaS) basées sur le cloud.

- Partage de données et traitement secondaire :
I'intelligence artificielle (IA), 'apprentissage automatique
(ML), I'analyse avancée et d'autres capacités en tirant
parti de services proposes par des tiers sous forme
d'offres de logiciel en tant que service (SaaS) basées sur
le cloud.

« Agences d'exécution : alors que les régulateurs de I'UE ont mis
du temps a appliquer les exigences du RGPD en Europe, les
agences d'exécution prennent de plus en plus de mesures
d'execution contre des entreprises de toutes tailles et de
toutes nationalités. De méme, les organismes d'exécution
américains procédent & I'application en vertu de nouvelles lois
plus strictes sur la protection de la vie privée. Ces actions
montrent I'importance des contréles renforcés par la
technologie pour protéger les organisations contre les
sanctions, les injonctions et la perte de réputation.

+ Organisations non gouvernementales (ONG) : ces groupes
ont une visibilité et un impact de plus en plus grands, comme
I'organisation NOYB de Max Schrems et son proces qui a abouti
al'accord UE-Etats-Unis. Privacy Shield et son prédécesseur, le
traite Safe Harbor, sont annules. Ces activites mettent en
évidence le réle des controles techniques dans les efforts de
protection et de sécurité des données.



Traitement des données sir et efficace soutenu par des contréles techniques

Les auteurs notent qu'il existe quatre aspects du traitement des
données de haute qualité et a haute défense que la
pseudonymisation Iégale permet, aidant les organisations a
atteindre leurs objectifs d'innovation et d'utilisation des données
sans problémes de réglementation et de conformité ni mesures
d'application. La pseudonymisation légale permet :

Le Traitement a I'épreuve de la surveillance : I'un des conflits
mondiaux importants a éte la possibilité d'une surveillance des
données de I'UE par des pays non-membres de I'UE, en
particulier les Etats-Unis. Certains pays, comme la Coree du
Sud, ont adopté des exigences strictes en matiére de
pseudonymisation legale qui leur ont permis d'atteindre une
décision d'adéquation. Les exigences de Schrems Il (I'affaire qui
aannulé le bouclier de protection des données) établies par la
Cour de justice de I'Union européenne (CJUE) et le Comiteé
européende la protection des données (EDPB) notent que les
contrdles technigues peuvent étre utilises comme mesures
supplémentaires pour empécher la surveillance par
gouvernements de pays tiers. Des mesures tellesquela
pseudonymisation legale peuvent permettre des transferts et
un traitement internationaux licites des données qui protegent
toujours I'identité des personnes concernees de I'UE, méme
lorsque les données sont traitées dans des environnements «
non fiables » tels que ceux d'un sous-traitant extérieur, d'un
sous-traitant base sur le cloud ou d'autres organisations et
entreprises.

Le Traitement licite : une autre question essentielle soulevee
par l'article est la garantie d'un fondement juridique pour le
traitement des données personnelles dans le cadre duRGPD. La
pseudonymisation legale joue un réle unique dans le RGPD. Il
permet le traitement de données pseudonymisees lorsque les
organisations ne peuvent pas obtenir le consentementou les
moyens contractuels pour traiter les données en activant le
traitement des intéréts légitimes comme base juridique
alternative. Cela exige que les organisations aient (a) un
objectif légitime de traitement, (b) la nécessité de traiter des
donneées a caractere personnel pour atteindre cet objectif, et
(c) déterminer que I'intérét du responsable du traitement est
mis en balance avec les intéréts ou les libertes et droits
fondamentaux de la personne concernée. La Commission

Exigences relatives a la pseudonymisation légale

La pseudonymisation legale nécessite cing elements cles,
comme indiqué dans les orientations finales du EDPB
Schremsll

1.

Protection des données et informations personnelles : le
statut de pseudonymisation du RGPD de I'UE doit étre évalué
pour un jeu de données de données dans son ensemble, et pas
seulement pour des champs particuliers. Cela nécessite
d'évaluer le degré de protection de toutes les informations
personnellement identifiables dans un ensemble de données, y
compris ceux qui ne sont pas des identifiants directs, et de
I'étendre aux identifiants et aux attributs indirects.

Protection contre les attaques de singularisation : les
orientations du EDPB Final Schrems Il exigent une protection
contre la « singularisation » d'une personne concernee dans un
groupe plus large, rendant obligatoire I'utilisation du k-
anonymat ou de I'agrégation.

Dynamisme : la pseudonymisation légale doit protéger contre
I'utilisation d'informations provenant de différents ensembles de
données pour ré-identifier les personnes concernées, ce qui

Conclusion

Le traitement mondial des données augmente les
risques de violation et d'utilisation abusive des
données. La pseudonymisation statutaire, adoptée en
vertud'un nombre croissant de lois internationales et

américaines sur la protection de la vie privée, aide a
prévenir les violations de la vie privée avant qu'elles ne
se produisent. En outre, il offre de nombreux
avantages juridiques et de continuité des activités,

européenne a noteé que I'utilisation de mesures techniques et
autres, telles que la pseudonymisation légale, peut aider a
satisfaire a la partie (c) de ce test grace a des garanties
appropriées. En outre, I'utilisation de garanties appropriées
(telles que la pseudonymisation) peut rendre licite le traitement
ultérieur des données, conformément aux directives de la
Commission européenne. Enfin, I'utilisation de technologies
renforgant la confidentialité telles que la pseudonymisation
peut garantir que les contréleurs de données respectent les
exigences de protection des données dés la conception et par
defaut, qui exigent que la protection des donnees soit
appliquee aussi loin que possible « en amont » du traitement.

Le Traitement résistant aux violations : la pseudonymisation
legale peut reduire le risque de violation et d'utilisation abusive
des donneées en masquant les elements d'identification tout en
rendant la forme protégeée des données disponible pour un
traitement important. Les données pseudonymisées ne peuvent
étre reliées de maniere contrélée qu'avec des informations
supplémentaires détenues séparément par le responsable du
traitement. Cela permet aux organisations de protéger les
données sensibles sans les rendre inutilisables tout en
réduisant la charge et les colts liés a la violation ou a I'utilisation
abusive des données. Dans I'UE et aux Etats-Unis, diverses lois
et réglementations obligent les organisations & appliquer des
mesures de securité raisonnables pour protéger les données
personnelles. Dans de nombreux cas, cela dispense les
organisations des exigences de notification de la personne
concernee sielles ne peuvent démontrer aucune probabilite
raisonnable de prejudice pour la personne concernee.

Le Caractére défendable de la chaine d’approvisionnement
des données : la responsabilité conjointe et solidaire est
appliquee dans le cadre du RGPD, ce qui signifie que les
contréleurs de données tout au long de la chaine d'utilisation
sont potentiellement passibles de sanctions en cas d'utilisation
abusive ou de violation. L'utilisation de mesures techniques
supplementaires telles que la pseudonymisation peut garantir
que les parties enamont et en aval des chaines
d'approvisionnement en données reduisent leurs risques et leur
exposition a un traitement inapproprie.

nécessite I'utilisation de différents jetons de remplacement a des
fins différentes et a différents moments (c'est ce qu'on appelle le
dynamisme) pour empécher la ré-identification en tirant parti des
corrélations entre les différents jeux de données.

. Tables de consultation non algorithmiques : les contrbleurs

de données doivent tenir compte de la vulnérabilité des
techniques cryptographiques (en particulier dans le temps) aux
attaques et au risque informatique quantique, ce qui nécessite
I'utilisation de tables de consultation dérivees non
algorithmiques.

Re-linkabilité contrélée : les orientations finales de I'EDPB

Schrems |l indiquent que, parallelement a d'autres exigences, la

norme de pseudonymisation du RGPD de I'UE ne peut étre
satisfaite que si « un exportateur de données transfere des
données & caractere personnel traitées de telle maniere que les
données & caractére personnel ne peuvent plus étre attribuee a
une personne concernee specifique, ni étre utilisée pourisoler
la personne concerneée dans un groupe plus large, sans
I'utilisation d'informations suppléementaires ».

une protection contre les violations et des obligations
de notification de violation réduites. Cependant, les
entreprises, les gouvernements, les organisations non
gouvernementales (ONG) et les autres entités doivent
évaluer attentivement I'application des contréles
techniques qui peuvent satisfaire aux exigences
accrues de pseudonymisation statutaire définies dans
le RGPD.
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Abstract Global data processing flowing across geographic borders and increasing risks
of external data breach and misuse beyond lawful purposes requires careful evaluation

of technical controls that prevent privacy violations before they occur. This paper details
the specific requirements for, and certain benefits from, implementing technical controls

satisfying the heightened requirements for statutory pseudonymisation as defined in

the General Data Protection Regulation (GDPR) in the context of (i) surveillance-proof
processing, (i) lawfulness of processing, (iii) more secure processing and (iv) data supply
chain defensibility. The interconnectedness of these issues is presented within the
confluence of conflicting interests among four different groups: governments, courts,
enforcement agencies and non-governmental organisations (NGOs).

KEYWORDS: pseudonymisation, international data transfer, cloud, data breach,
analytics, artificial intelligence (Al), machine learning (ML)

INTRODUCTION

Companies, organisations and governments
desiring to lawfully and ethically process
global data that includes EU' personal data
should evaluate the merits and benefits of
implementing ‘statutory pseudonymisation’
as a safeguard for protecting data when in
use and preventing misuse. As outlined

in this paper, effective technologically
enforced controls like EU General Data
Protection Regulation (GDPR)-compliant
pseudonymisation help companies,
organisations and governments to leverage:

a) economies of scale provided by cloud-
based Infrastructure as a Service (IaaS)
and Platform as a Service (PaaS) offerings
delivered via networks of global
subcontractors and cloud processors; and

b) artificial intelligence (AI), machine
learning (ML), advanced analytics and
other capabilities outside the scope of
what they can accomplish using internal
resources alone by leveraging services
offered by third parties as cloud-based
Software as a Service (SaaS) offerings.

EU GDPR-compliant pseudonymisation
technology is:

a) recommended by the European Data
Protection Board (EDPB)? for Schrems

[I*-compliant lawful cloud AI, ML and
analytics of EU personal data;

b) highlighted as an EU GDPR-compliant
safeguard for helping to ensure the
compatibility and lawfulness of Al,

ML and analytics beyond the scope of
processing authorised by Consent and
Contract;® and

¢) recognised as ‘tipping the balance in
favour of the controller’ to help support
‘Legitimate Interest processing’ under
the EU GDPR.*

OBJECTIVES AND PERSPECTIVES

Companies, organisations and governments
should implement sateguards such as the
following to help ensure that IaaS, PaaS and
SaaS processing are secure in environments
which are beyond the exclusive control of the

data controller — ie ‘untrusted environments’:’

o Surveillance-proof processing to enable lawful
international data transfers and processing
leveraging technical supplementary
measures to protect the identity of EU data
subjects without access to additional
information held separately by the data
controller.®

* Lawfulness of processing to support desired
processing without violating the rights of
data subjects.’

Journal of Data Protection & Privacy Vol.5,3281-296 © Henry Stewart Publications 2398-1679 (2023)



Technical controls that protect data when in use and prevent misuse

e Breach-resistant processing to reduce the risk
from external attacks or internal misuse of
data by obscuring identifying elements of
personal data (while making the protected
form of data available for processing capable
of achieving data processing purposes)
without access to additional information
held separately by the data controller.'

 Data supply chain defensibility to ensure that
parties up and down data supply chains are
not subject to joint and several liability for
the failure of other participants to process
personal data in compliance with the
preceding safeguards."!

The demand for technical controls that
help to protect EU personal data when in
use and prevent misuse does not originate
from any one group. Rather, the growing
demand comes from at least four groups,
and the confluence of the interests of these
different groups makes the current situation
irreversible. The common theme across the
interests and perspectives of these groups is
that technological controls are now critically
important. These groups comprise the
following:

o EU and US governments: In recognition of’
the significant changes involved, when the
EU GDPR was initially passed, all parties
were given two years to comply (the EU
GDPR was passed in May 2016 with an
effective date in May 2018). It was a
surprise to legislators (and regulators) that
so much work had to be done for
organisations even to begin to start to
comply (eg doing inventories of their data
— where it came from, where it was being
stored vs processed, what rights they had
and how they were documented, etc). As a
result, six years after the initial passage of
the EU GDPR, many companies are just
now arriving at the point where they have
completed the groundwork required to
start implementing technology that
reconciles data utility and compliance. As

much as both EU and US governments
would like to put a new treaty in place to
ensure ongoing trans-Atlantic commerce,
governments will not abandon surveillance
activities they deem critical for national
security. The complexity of the situation
and the disparity of stakeholder interests
mean that the current situation is not
reconcilable by ‘words alone’ — regardless
of whether the words are contained

in contracts, policies, procedures or

treaties — and requires effective
technologically enforced controls.'?

Courts: The fundamentally different
approaches to privacy between the EU and
the USA are increasingly evident in
decisions by the most senior courts in each
jurisdiction (ie the Court of Justice of the
European Union [CJEU] and the US
Supreme Court). These decisions cannot be
ignored or (easily) reversed by the other
stakeholder groups. For example, the
Schrems II decision by the CJEU" that EU
personal data cannot be processed in
cleartext in US-operated clouds without an
assessment of whether there is adequate
protection and whether Standard
Contractual Clauses (SCC) require
technical supplemental measures to prevent
likely surveillance by third-country
governments, as well as the CJEU ruling
that protections must exist against the
revelation of EU Special Category Data via
analysis and deduction and not just
immediate disclosure,'* are binding on all
parties on both sides of the Atlantic. By
contrast, recent decisions by the US
Supreme Court (eg related to FBI
surveillance'® and, more recently, the
privacy rights of women in reproduction-
related situations'®) highlight the
fundamental differences in philosophy and
law when it comes to privacy between
Europe and the USA.Technical controls
can help to bridge these otherwise
irreconcilable differences; words in a treaty
are completely inadequate.

© Henry Stewart Publications 2398-1679 (2023) Vol. 5,3 281-296 Journal of Data Protection & Privacy
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* Enforcement agencies: EU regulators were requirements for statutory pseudonymisation
slow to enforce many EU GDPR that helped secure EU adequacy
requirements because of the widespread determination.?
lack of fundamentals necessary to comply. The processing of EU personal data
Enforcement action across the EU has outside of the European Economic Area
taken time to gather pace and for the (EEA)* and adequacy countries requires
authorities to exercise the full range of their ~ compliance with Schrems II requirements
powers. More recently, EU enforcement promulgated by the CJEU and the EDPB,*
actions against companies of all sizes and including the use of technical controls
nationalities are increasing. Examples as supplementary measures when an
include, enforcement actions related to the  assessment of whether there is adequate
use of Google Analytics'” by entities of protection reveals that SCCs together with
various sizes and the use of customer organisational and contractual supplementary
prospecting lists."® Additionally, in the USA,  measures cannot prevent likely surveillance
enforcement under new, more stringent by third-country governments.?® These
state privacy laws has begun." These obligations extend to onward transfers
enforcement actions also highlight the and processing by sub-processors, with
increasing importance of technologically respect to which the EDPB specifically
enforced controls. highlights concerns since ‘a large variety

* Non-governmental organisations (NGOs): of computing solutions may imply
these groups have increasingly greater the transfer of personal data to a third
visibility and impact. For example, Max country (eg for storage or maintenance
Schrems and his organisation NOYDB purposes)’.”” A decision by the German
successfully initiated the legal actions that Baden-Wiirttemberg Vergabekammer, which
invalidated the Privacy Shield trans-Atlantic ~ judges compliance with the requirements
treaty and its predecessor Safe Harbor treaty  for public tender dossiers, ruled on 13th
and more recently are behind the 101 July, 2022 that even the risk of onward
complaints filed against the use of Google processing by sub-processors using US-
Analytics.” Note that this is before the managed cloud infrastructure is equivalent to
effectiveness of changes in 2023 that an actual transfer of personal data requiring
authorise class action lawsuits or collective compliance with the EU GDPR.* While
redress across Europe.?! Moreover, the Karlsruhe Higher Regional Court
coordinated actions against global later reversed the decision of the Baden-
companies involving NGOs teaming up Wiirttemberg procurement chamber,
across the Atlantic are also on the rise.? its ruling acknowledging contractual
Activities by these NGOs again highlight commitments by Amazon Web Services
the increasing importance of EMEA SARL to restrict processing to the
technologically enforced controls. EU, failed to address the impact of requests

by the parent company Amazon Web
Services, Inc. to provide data in response

SURVEILLANCE-PROOF PROCESSING (o FISA, EO 12333 or US Cloud Act

Given the interconnected nature of requests. In addition, a 26th July, 2022

international data flows, and the exposure Dutch Ministry of Justice and Security

represented by sub-processor and cloud (NCSC) legal memorandum stresses that
processing, governments, organisations the reach of government surveillance

and companies should consider the merits extends to data processed internationally

and benefits of following South Korea (the by sub-contractors and cloud processors.*

Republic of Korea) in adopting strong As a result, global enterprises that leverage

284 Journal of Data Protection & Privacy Vol.5,3281-296 © Henry Stewart Publications 2398-1679 (2023)



I
Technical controls that protect data when in use and prevent misuse

non-EEA (eg US) managed infrastructure
(eg public cloud, multiparty data sharing and
analytics) to process EU personal data will be
subject to similar scrutiny.

It should be noted that in addition to
the EDPB, the heightened EU GDPR
requirements of pseudonymisation have
been recognised by the European Data
Protection Supervisor (EDPS)* as a viable
means of enabling the lawful transfer of
personal data to third countries not offering
an equivalent level of protection. As noted
by European Data Protection Supervisor,
Wojciech Wiewiorowski, in an EDPS
webinar titled Pseudonymous Data: Processing
Personal Data While Mitigating Risks:

Our legal data protection rules in the
European Union and particularly GDPR
itself considered pseudonymisation as

a sort of model of all risk mitigating
measures. This comes only after the first
of all obligations, if you do not need the
personal data do not process them. But if
you need the personal data, then GDPR
refers to pseudonymisation when it takes
exemplifying the appropriate safeguards in
many circumstances.”'

LAWFULNESS OF PROCESSING
Legitimate Interest processing
Article 6 of the EU GDPR provides six
legal grounds for processing personal data
for which there is no statutory preference
or sequence of application.” This is highly
relevant because if Consent under Article
6(1)(a) was the only basis upon which
information could be processed, controllers
and processors would often face a ‘Hobson’s
choice™ between: (a) securing ‘uninformed
consent’; and (b) not processing data for
valuable complex research (health, scientific,
marketing or otherwise) purposes because
of the complexity of explaining what is
happening behind the scenes so that data
subjects can fully understand.

The difficulty of successfully using either
Consent™ or Contract’ to enable EU

GDPR -compliant AI, ML, and advanced
analytics, was highlighted by (i) the near
billion-dollar fine levied by the Luxembourg
Data Protection Authority in July 2021
against Amazon® for improper processing
of Amazon’s own first-party data under
the EU GDPR, and (ii) the ruling by the
Belgian Data Protection Authority that
IAB Europe’s self-styled Transparency and
Consent Framework (TCF) — relied upon
by Google and many other advertisers for
targeted advertising — violates the EU
GDPR.”

The limitations of Consent and Contract
in complex processing situations is one of’
the reasons that Legitimate Interests® exists
as an alternate legal basis. The EDPB notes
that the Legitimate Interests legal basis®
requires a controller to satisfy all three
conditions:*’

1. Legitimate purpose: the identification and
qualification of a legitimate purpose
pursued by the controller or by a third
party. This interest of the controller
or third party may be broader than the
purpose of the processing but must be
present at the processing date.!

2. Necessity: the need to process the personal
data must be established as a requirement
for the legitimate interest pursued.*

3. Balancing of interests: the legitimate interest
of the controller or third party must be
balanced against the interests or funda-
mental rights and freedoms of the data
subject, including the data subject’s rights
to data protection and privacy, consid-
ering the particular circumstances of the
processing.*

The Purpose, Necessity and Balancing
tests must all be satisfied, and ‘high marks’
in one or more tests does not overcome the
failure to satisfy other tests.**

As a result, attempts to use Legitimate
Interests processing for data uses that
violate the EU GDPR, including Article
5 (Principles Relating to Processing of

© Henry Stewart Publications 2398-1679 (2023) Vol. 5,3 281-296 Journal of Data Protection & Privacy 285
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Personal Data), such as discrimination against  considerations. Only then can full account
protected categories of individuals, illegally be taken of the constitutional basis for
influencing the results of elections, etc will personal data protection at the EU level.’
fail the first test. These data uses would not Under EU GDPR Article 6(4), personal
be lawful under Legitimate Interests grounds  data collected and processed for a stated
regardless of the outcomes of the Necessity purpose based on Legitimate Interests, a
and Balancing tests. contract, or vital interests — ie not based on
If'a proposed data use satisfies both consent — may be further processed for another
the Purpose and Necessity tests, then the purpose if the new purpose is compatible
Balancing test must be applied to assess with the original purpose. The European
the impact of the intended processing on Commission in its guidance — Can we
the interests or fundamental rights and use data for another purpose? — highlights
freedoms of data subjects. In performing the  the following points (as stated in the EU
assessment of relevant ‘impact’, the Article GDPR) as being relevant for determining
29 Working Party has stated that: whether a new purpose is compatible with
the original purpose:*
The Working Party emphasises that it is
crucial to understand that relevant ‘impact’ ¢ the link between the original purpose and
is a much broader concept than harm the new/upcoming purpose;
or damage to one or more specific data * the context in which the data was collected
subjects. ‘Tmpact’ as used in this Opinion (what is the relationship between a data
covers any possible (potential or ?ctual) controller and the individual?);
consequences of the data processing. For .
the sake of clarity, we also emphasise that " the Fy_pe and nature of the data (is it
the concept is unrelated to the notion sensmve?); .
of data breach and is much broader than * the possible consequences of the intended
impacts that may result from a data breach. further processing (how will it impact the
Instead, the notion of impact, as used here, individual?); and
encompasses the various ways in which an * the existence of appropriate safeguards
individual may be affected — positively or (such as encryption or pseudonymisation).
negatively — by the processing of his or
her personal data.® They also note that if a data controller
wants to use the data for statistical or
The need to assess the collective interests scientific research ‘it is not necessary to run
at stake on both sides of the balancing the compatibility test’.
of interests test — ie the interest of the Furthermore, the European Commission
data controller (or a third party) and the guidance® highlights that if a data controller
interests of the data subject — are affirmed has collected the data ‘on the basis of
in opinions of the EDPB (including its consent or following a legal requirement, no
predecessor Article 29 Working Party) and further processing beyond what is covered
decisions of the CJEU. Citing the CJEU by the original consent or the provisions
rulings in Google Spain and ‘Schrems I’,* of the law is possible’. In these instances,
Lokke Moerel and Corien Prins highlight ‘further processing would require obtaining
in Privacy for the Homo Digitalis: Proposal fora ~ new consent or a new legal basis’.
New Regulatory Framework for Data Protection This underscores the ‘Hobson’s choice’
in the Light of Big Data and the Internet of noted above: if the processing is too
Things, that ‘the clear signal is that collective  complex to be explained simply (or too
interests must also be involved in these complicated to comprehend, but data
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subjects consent anyway) then either the
processing cannot be allowed at all (with the
attendant loss of societal benefits) or a non-
consent legal basis must, in practice, actually
be available for use.

As described more fully below, the
combination of EU GDPR-compliant Data
Protection by Design and by Default and
EU GDPR -compliant pseudonymisation
can enable lawful and trusted personalisation
leveraging complex data analysis, machine
learning, Al, sharing, combining and
enriching not otherwise supportable using
consent or contract.

Data Protection by Design and by Default
Data Protection by Design and by Default,
as newly defined under EU GDPR Article
25, goes beyond Privacy by Design.*” The
EU GDPR requires that Data Protection
by Design and by Default be applied as

far ‘upstream’ in processing as possible (eg
by ‘pseudonymising data at the earliest
opportunity’) to limit data use to the
minimum extent and time necessary to
support each specific product or service
authorised by an individual data subject.”
This is a more stringent standard than basic
Privacy by Design, which can be satisfied
by ‘considering data protection and privacy
issues upfront in everything you do’.

Encryption and traditional Privacy
Enhancing Techniques (PETs) were
developed long before the EU GDPR
requirements were established. Because of
their limitations in protecting data during
computation and analysis (‘protection in
use’), when used alone, encryption and
traditional PETs will likely fail to satisty new
EU GDPR Data Protection by Design and
by Default requirements.

For example, persistent tokens and
identifiers used for marketing purposes such
as the Google Advertising ID (ADID) and
the Apple Identifier for Advertising (IDFA)
may fall short of requirements for Data

Protection by Design and by Default because
links between data subjects and identifying
information are readily ascertainable.

As noted in the recent decisions
regarding the unlawfulness of Google
Analytics,’ EU supervisory authorities
are increasingly finding that persistent
tokens and identifiers generally used in
the industry fail to satisty EU GDPR
Data Protection by Design and by
Default requirements because of the risk
of unauthorised re-identification via the
Mosaic Effect. The Mosaic Effect occurs
when a person is indirectly identifiable
via linkage attacks because information
can be combined with other pieces of
information, enabling the individual to be
distinguished from others.>® These static
tokens and identifiers do not satisty the
requirements for EU GDPR-compliant
pseudonymisation set forth below because
personal data can be attributed to specific
data subjects without the use of separately
kept ‘additional information’. This means
that the benefits enumerated herein
associated with properly EU GDPR-
compliant pseudonymised data will not be
available under the EU GDPR.

Requirements for EU GDPR-compliant
pseudonymisation

The EU GDPR provides incentives

to use technical and organisational
measures, including pseudonymisation,

to enable the flow, commercial use and
value maximisation of data in a way that
recognises, respects and enforces the
fundamental rights of individuals while
allowing for the benefits to society from the
commercial use of data. The heightened
standards for EU GDPR -compliant
pseudonymisation (relative to the narrower
historical use of the term) were most
recently affirmed by the EDPB*® and the
European Commission (EC)** in the context
of the Schrems II ruling by the CJEU.
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Pseudonymisation was previously purposes at different times (ie dynamism) to
understood to generally refer to replacing prevent re-identification by leveraging
direct identifiers with tokens for individual correlations among datasets without needing
fields independently within a dataset. Under access to the ‘additional information held
the EDPB Final Schrems II Guidance and separately’ by the EU data controller (see
the Final SCCs, it is clear that EU GDPR- https://www.MosaicEffect.com);
compliant pseudonymisation requires all of * Non-algorithmic lookup tables: the
the following: requirement of Paragraph 89 of the EDPB

Final Schrems II Guidance to consider the
o Protecting all data elements: Footnotes 83 and vulnerability of cryptographic techniques

84 of the EDPB Final Schrems II Guidance
highlight that achieving EU GDPR
pseudonymisation status must be evaluated
for a dataset as a whole, not just particular
fields. This requires assessing the degree of’
protection for all data elements in a dataset,
including more than direct identifiers, and
extending to indirect identifiers and
attributes. This is underscored by the
definition of ‘Personal Data’ under EU
GDPR Article 4(1) as more than
immediately identifying information and
extending to any information relating to
an identified or identifiable natural person
(‘data subject’); an identifiable natural
person is one who can be identified,
directly or indirectly, in particular by
reference to an identifier such as a name,
an identification number, location data, an
online identifier or to one or more factors
specific to the physical, physiological,
genetic, mental, economic, cultural or
social identity of that natural person.
Protecting against singling out attacks:
Paragraph 85 of the EDPB Final Schrems
II Guidance requires protection against
‘singling out’ of a data subject in a larger
group effectively making the use of either
k-anonymity or aggregation mandatory.
Dynamism: complying with the
requirements in Paragraphs 79, 85, 86, 87
and 88 of the EDPB Final Schrems II
Guidance to protect against the use of
information from different datasets to
re-1dentify data subjects necessitates the use
of different replacement tokens for differing

(particularly over time) to brute force
attacks and quantum computing risk will
necessitate the use of non-algorithmic
derived look-up tables in many instances;
and

o Controlled re-linkability: The combination of
the four preceding items are necessary to
meet the requirement in Paragraph 85(1) of
the EDPB Final Schrems II Guidance that,
along with other requirements, the standard
of EU GDPR pseudonymisation can be
met only if ‘a data exporter transfers
personal data processed in such a manner
that the personal data can no longer be
attributed to a specific data subject, nor be
used to single out the data subject in a
larger group, without the use of additional
information’.

Contract vs Consent vs Anonymisation vs
Legitimate Interest processing

The following graphic and accompanying
narrative highlight the differences in

the capability of contract, consent

and anonymisation versus EU GDPR
pseudonymisation-enabled Legitimate
Interest processing to support repurposing
of data for secondary processing, including
personalisation, in the context of the sale of
a trip via a website. While a controller could
initially decide to rely on legitimate interests,
the diagram highlights that contract, consent
and anonymisation face severe limitations in
their ability to support the desired use case
(Figure 1).
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1. Examples of Intended Purposes
* Sell a trip via website (flight, hotel, etc)
e Save preferences for future bookings
* Market analytics to offer personalised
future trips via email
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4. New marketing is (a) secondary repur-
posing under Contract and (b) fails
requirements of advanced specificity for
Consent and thus ‘[f]lurther processing
would require obtaining new consent or
a new legal basis’.

5. Due to the details of the data collected
and the need to retain indirect identifiers
and attributes unprotected for desired
analytics, the requirements for anony-
misation under the EU GDPR are not
satisfied.”

6. Legitimate Interest is the remaining appli-
cable option for a legal basis for market-
ing analytics. EU GDPR pseudonymis-
ation provides protection for data while
in-use for computation and analytics to
help tip the balance in favour of process-
ing by the data controller.*

BENEFITS OF PSEUDONYMISATION
FROM A SECURITY COMPLIANCE
STANDPOINT

In addition to the foregoing benefits,
pseudonymisation can both be a tool in a
company’s data protection toolkit, while also
potentially reducing a company’s reporting
obligations and liability if the personal data
they hold is compromised.

The EU GDPR repeatedly endorses
pseudonymisation. EU GDPR Article 25(1)
obligates parties to ‘implement appropriate
technical and organisational measures, such
as pseudonymisation’, and Article 25(2)
obligates parties to ‘implement appropriate
technical and organisational measures for
ensuring that, by default, only personal data
which are necessary for each specific purpose
of the processing are processed’.”” EU
GDPR Recital 78 uses ‘pseudonymising data
as soon as possible’ as an example of such a
measure. EU GDPR Article 32 explicitly
recognises pseudonymisation and encryption
as measures to be considered when:

taking into account the state of the art, the
costs of implementation and the nature,

scope, context and purposes of processing
as well as the risk of varying likelihood
and severity for the rights and freedoms
of natural persons, the controller and the
processor shall implement appropriate
technical and organisational measures to
ensure a level of security appropriate to
the risk.*

Likewise, in the US, state and federal laws
and regulations, both comprehensive and
industry-specific, require organisations to
implement reasonable security measures to
safeguard personal data. Examples include:

* New York’s Stop Hacks and Improve
Electronic Data Security Act (SHIELD
Act);”

e Massachusetts’s 201 CMR 17.00; and

e HIPAA’s Security Rule.®”

California even provides consumers
with a private right of action and statutory
damages of between $100 and $750 ’per
consumer per incident or actual damages,
whichever is greater’ if their personal
information is subject to ‘unauthorized
access and exfiltration, theft, or disclosure’
resulting from a business’s failure to
‘implement and maintain reasonable security
procedures and practices appropriate to the
nature of the information’.®!

Pseudonymisation can be a powerful
tool for satistying these requirements
because it can allow companies to protect
personal data without rendering that data
unusable. Further, pseudonymisation may
even allow organisations to exempt certain
data from the reach of various privacy laws.
For example, pseudonymisation could
potentially be used as a means of statutory
deidentification, which would largely
remove an organisation’s HIPAA obligations
related to that data.

Pseudonymisation may also significantly
reduce the burden and costs stemming from
incidents that involve the compromise of’
personal data. In the EU, pseudonymisation
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may mean that a data incident is ‘unlikely to
result in a risk to the rights and freedoms of
natural persons’, and thus not a data breach
which would otherwise require notification
to a supervisory authority under GDPR
Article 33 and data subjects under Article 34.
Similarly in the US, many federal and
state breach notification laws exempt victim
organisations from notification requirements
when there is no reasonable likelihood of
harm to the affected individuals or where the
compromised data is unusable. HIPAA, for
example, requires covered entities to notify
patients when their unsecured protected
health information (‘PHI’) is impermissibly
used or disclosed unless the covered entity
demonstrates that there is a ‘low probability’
that the PHI has been compromised.®
As part of any risk assessment performed
pursuant to HIPAA, pseudonymisation
could help establish this ‘low probability’.
Likewise, state breach notification
laws often define encrypted or ‘otherwise
unusable’ data as not requiring breach
notification to either regulators or affected
individuals. Florida’s data breach statute, for
example, mandates notification in instances
of a breach of personal information, but
explicitly excludes information that is
‘encrypted, secured, or modified by any
other method or technology that removes
elements that personally identify an
individual or that otherwise renders the
information unusable’.®® Pseudonymisation
can thus significantly reduce the breach
notification obligations of organisations.
Finally, in the event of a regulatory
investigation or litigation filed in the wake
of a data security incident, the fact that the
personal data was pseudonymised would be
an important fact against liability but also
could stem any claimed damages from that
incident.

DATA SUPPLY CHAIN DEFENSIBILITY

Articles 28 and 29 of the GDPR obligate
data controllers to ensure the lawful

processing of personal data throughout their
data supply chain. Article 28(1) specifically
requires that:

the controller shall use only processors
providing sufficient guarantees to
implement appropriate technical and
organisational measures in such a manner
that processing will meet the requirements
of this Regulation and ensure the
protection of the rights of the data subject.

GDPR Articles 26 and 82 set forth
the principle of joint and several liability,
pursuant to which any division of liability
among parties in a data supply chain is
unenforceable against claims by data subjects.
As a result, each participant in a data supply
chain, regardless of whether they are a
controller, joint controller or processor,
is obligated to indemnify data subjects for
damages as a whole; only after providing
full relief to data subjects are they then
entitled to seek relief from other actors in
the data supply chain who contributed to
the damage.

As a result, companies, organisations
and governments are increasingly
demanding Schrems II compliant technical
supplementary measures (like EU GDPR
pseudonymisation) from fellow data supply
chain participants to reduce the risk and
exposure from improper processing by other
parties with whom they share and process
data. Data is an incredibly valuable resource
for company performance and innovation,
and without data flowing freely, critical
opportunities for growth and revenue may
be lost.

Business continuity risks arising from the
inability to process data are more significant
than the monetary risk from penalties
or non-monetary risks from damaged
reputation from privacy or security breaches.
The CJEU Schrems II ruling notes five
times the preference for injunctive relief for
failing to comply with international data
transfer requirements.®* See the National Law
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Review article discussing a 12-hour notice to
terminate processing sent by the Portuguese
data protection authority to a Portuguese
agency relying on SCCs.% See also the

PwC article highlighting that 52 per cent of
Fortune 500 companies now include privacy
risk disclosures in their annual reports due to
auditing considerations regarding an entity’s
ability to continue as a going concern.®
Most recently, the European Commission
clarified the joint and several liability of data
controllers and processors in Clauses 3 and
12 of its new SCCs.”” These issues related to
data supply chain risk and exposure highlight
the need for technologically enforced
controls that data when in use and prevent
misuse.

CONCLUSION AND
RECOMMENDATION

Global data processing flowing across
geographic borders and increasing risks of
external data breach and misuse beyond
lawtul purposes require careful evaluation
of technical controls that prevent privacy
violations before they occur. Statutory
pseudonymisation, adopted under an
increasing number of global (eg EU, UK,
Japan and South Korea) and US state privacy
laws (eg California, Virginia and Colorado),
helps to prevent privacy violations before
they happen. As a result, companies,
governments, NGOs and other entities
should carefully evaluate the merits and
benefits of implementing technical controls
satisfying the heightened requirements for
statutory pseudonymisation defined in the
GDPR.
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